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INTRODUCTION

Consider a p-variate normal population with dispersion matrix
Z. Wilks [28] defined the det. | Z | to be a measure of the spread
of the observations and named it to be the generalized variance.

Let det. | S| be the sample generalized variance with n d. f.
Further, let A=nS and let k2 (i=1, 2,...p) be the roots of the deter-
minantal equation :

| T—k22 | =0 © (LD
where T is the non-centrality matrix of S,
When k=0 (i=2,3,....p) and k30, the h"* order moment of

| A 1in the non—central llnear case is given by Anderson [1] as
follows : ‘

" - z+1 -
B(4P)=IZP 27% exp (—1312) ff (=gt )

Ci=2 . p ( —z+1> 2

p=0
()P o(Z+n+e )
[ 28 81T (%H ) ] - (12)

with the help of which Bagai [2] deduces that

} D ‘
4] =[Z[I y» - , . (13),
i=1 o
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where v;” s are all independent and v, has the non-central chi-square
distribution with n degrees of freedom (d. f) and non-centrality
parmeter k2 and v; (i=2, 3,..., p) has the central chi-square distribu-
tion with (n—i+1) d. f. :

Consider next the central distribution of the ratio, ¢, of | S |
to any of its principal minors of order t, i.e.,

_ | 8;j l ( Lj=1,2,...,p ) '
¢_ |sqr ! C q, r=1,2,....t:<p (14)

The h™ order moment of ¢ is given by Wilks [28] in modified
form as follows :

_ r n—j—f—H )
H=5 I:E; I{(n—zj;w:/}-J | +(1:3)

‘where B is an expression involving population constants.

Thus, as in the a@bove cases, we obtain with little algebra the
following : o,

p—t i A
20t Bg= 11 v, . (1.6
j=1" "
where v; (j=1, 2,..., p—1) are all independent and v, is distributed
as a central chi-square with (n—j—tj{-l) d.f. -

Further in multivariate analysis of variance (MANOVA) Pillai
[25] concludes that the three tests of hypotheses : (i) equality of two
dispersion matrices, (i) equality of the p-dimensional mean vectors,
and (iii) the independence between a p—set and a g—set of variates,
dzpend, when the respective hypotheses to be tested are true, only
on the roots 8;; and ¢; (i=1,2,...,]), respectively, of the determinantal
equations :—

| 4—0(440C) | =0 - (1.7)
and | A—$C | =0 ...(L.8)

where 4 and C are independent sum of product (S.P) matrices based
on random samples of observations with #; and n. d.f. respectively
and are defined differently for different hypotheses. For instance,
(i) in testing the hypothesis of “equality of two. dispersion matrices
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%, and %, #y and mp are thf'a d.f. of the two sample dispersicn
matrices’d and C, respectively; (#) in testing the hypothesis of
“equality of p-dimensional mean vectors, 7 and 7, are the d.f. of the
between and the within S.P. matrices 4 and C, respectively, and (#if)
in testing the hypothesis of the independence between a p—set and a
g—set of variates” (p<gq), m=q and m=N—1 are the d.f. of the
independent S.P. matrices A(SW,, Wt Wyp) and C(=W),), respec-
tively, where (@) N is the size of the samples of observations drawn '
from a (p-+q) variate normal population with covariance matrix &,
and (b) W, is the S.P matrix of the sample observations of the p-set
of variates, W,, that on the g-set and W,, that between the observa-
tions on the p-set and those on the g-set,

For sufficiently large n, (Nanda.[24], Bagai [3]), the common
standard form of the joint limiting distribution of eigenroots '

(-5)rs(5)

of the determinantal equations (1.7) and (I.8), under the respective
null hypothesis, is as follows :

i I I i—1 l
Kl,m) T ¢ exp(—= ¢) I T (¢;—cy) 111 de; ...(1.9)
i=1 ] 1 i= :

i=i i=2 j=1

where 001 €62 <... << o0 and the values of m, n for the respective
null hypotheses are as follows : ' -
() 1=p, m="2P=L g TPl

m=—— 2

(it) If p<m, I=p, then

_ m—p—1 _ ny—p—1
m 7 » " 2

If p>ny, I=n1, then

p—m—1 _nme—p—1
2 2

m:
(iif) Same as (if)

and | K({, m)=’fflé/[ ,Iilp(z—m_};i)r‘(—fz{_)]
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Both the statistics U; and Y; (Bagai [3]) defined as fellows :

U= o= et o)
lA+C o o
IA‘ / ~ / . .
ana Y/= l CTI = iE 0,‘ (1"9,‘) 1= 1’51 ¢i (111)

under the hypotheses (i), (ii) and (iii) take the following form in the
limiting case :

}7[=U1=H (20,')= II Vi (112)

where vi(i=I; 2, .., I) are all independent and v; is distributed as a
central chi-square variable with (2m--i+ 1) d.f.

To make the treatment, therefore, more general, we take up, in
the sequal, the statistic"
I
Vo= I v; .. (1.13)
j=0 ‘
where the variate vo is non-central chi-square with # d.f. and non-
centrality parameter &* and the variate v; (j=1, 2, , p—1) is central
chi-square with (#—j) d.f.

To find the distribution of statistic ¥, there have beer to this
date three main approaches :

The first approach has been due to Wilks [28] via the method of
direct multiple integrals. The same approach was later adopted by
Bagai [2], [3], [4], [5], [9]. He obtained the exact distribution of ¥,
both in the central as well as non-central linear cases for p=2(1)12.
His method led him to arrive at- multiple sum representations for
higher values of p.

The second approach,” initiated by Nair [23], is through the
method of inverse Mellin transforms. Using this method, Consul [11]
evaluated the exact densities for p=2, 3 and 4 in the form of standard
functions and for p=35, 6 and 7 in the form of integral representa-
tions. His results agree with those of Bagai [2] and Wilks [28].

Mathai and Saxena [22], Mathai and Rathie [21], Mathai [19]
and Bagai [6], [7], [8] again use the inverse Mellin transform
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techmque but obtain the dlst1I1but10n of the same statistic, ¥, in
terms of Meijer G—function. Baga1 [6] [8] obtains also reduction
formulae which help in connecting the G—-function of some order
with that of order smaller by unity. This proves handy to him in
arriving at particular cases. Their results in particular cases are also
in the form of hypergeometric functions or same other numerically
tractable standard functions.

The third approach is by Herz [15] through the method of
Zonal polynomials. James [18] and Constantine [10] dealt with the
distribution of ¥, in the non-central case via the method of Zonal
polynomials.

We discuss very briefly the first two approaches in Section 3.
Only salient steps have been indicated and much has been left for the
reader to go through the literature referred to in the bibliography
provided in the end. The third approach is not being discussed here
as it involves a good amount of mathematical abstraction and sophis-
tication.  For this approach, the reader is referred to Mathai [20]
who provides a detailed discussion and it will be of no useto re-record
here. Further, he has commented that the method of evaluating the
distributions with the help of Zonal polynomials is not a powerful
method because Zonal polynomials of all orders are not available.
Hence the exact density and the corresponding distribution function
cannot be . fully utilized to compute the exact percentage points.
Bestdes this, the method does not yield mathematically elegent repre-
sentations which could be convenient for computational purposes.

We first list in Section 2 some important preliminary results and
definite integrals which have been used in Section 3.

2. SOME PRELIMINARY RESULTS

Some important resultsand definite integrals, either worked out
by researchers themselves or borrowed from standard books, are as
under : :

() Legendre’é duplication formﬁla (Whittaker and Watson
[27]) for the gamma functions

D) Dlnet- =202 )
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*. (#) Consider,

L(a)=2 I x**l exp (~x2——%)dx ;a>0 . (2.2)
0

Originally, Bagai [2] [3] worked out with the value of Ly (a) by
finding the differential equation satisfied by Z, (@) and solved it by
the standard Frobeneous series method. Later, Consul generalized
it by differentiating and integrating L, (@) successfully with respect to
‘@ and concluded that ‘

’ a2rre 3 a> .
L.(a)= —2(Y+10g a) m! qu[ ; r+—2—, r+2; _—4—] -

r . ©
P 3
i=1

i=r+1

. -1 1 3 2
faP (E r+7>oFa[ s —rt 3—, 7 ; —aT (22 a)

T
where ,F; is the generalized hypergeometric function and & (r—i) !
- i=0

is to be treated as unity when r=0, v is the Euler’s constant and ¢ (r)
is defined as follows : :

—1+ L4 L L
'l/(r)—1+l2 gt 10

=0 , r=0 ...(2.2b)
(#ii) For any n, Erdélyi ([14] p. 283) gives ‘

j =1 gm0 dy=2(a/p)? K, (2 ap ); Re (@) >0 .(2.3)
0

where K, (') is the modified Bessel function of genera] order n. Erdélyi
([13] pp 5, 9, 10]) gives the values of K,(.) for various values of n.
Reader is referred to look for himself the values of K, () foran being
non-integer, integer, half times an odd integer and 3. All these
values of K,(.) have been employed by researchers in obtaining the
distribution of the statistic, ¥, for particular values of D.
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(iv) Consider next the Melhn transform pair (Titchmarsh, 126],
p. 7) f(x) and F(s) related as follows

F(s)= J. f(x) x*1 dx
0

where s is a complex variable, and
ctio '
1 —_I_ -3 A
f\x)f 21”._'. .F(s) X% ds ' ...(2.4)
c—ie :
Further, if fi(x) and f2(x) are mverse Mellin transforms of Fi(s)

and Fy(s), respectively, the inverse Mellin transform of the product
Fy(s). Fy(s) is given (Titchmarsh [26] p. 52) as below :

ctim . © '
2_1'm‘ j Fy(s) Fy(s) x‘*’ds=s ﬁ(u)fz(x/u)% (2.4 a)
c—io 0

which can be further generahzed to the product of more than two
functions.

In particular, Watson’s Mellin transform (Titchmarsh [26]
p. 197) is

ct+io

o f - 2’L‘(s/2)f(%+n)ds=2‘”*2x"K,,(x) . 248)

¢c—i®
where K, (.) is the modified Bessel function of order ».

The form (2.4b) is equivalent to
c'+io

i%i J- u™ 2% T(t4-o)C(t+atn) dt=2- (n+2m—1)u~+ocK Vi)

—iw
..(24¢)
for ' s=2(t+a) and x=+u.

(v) Erdélyi ([13], p. 207) defines the Meijer G-function as
follows :

m, n @, Gz @\ ‘SJI_I I'(p; —i-s) H I'(l—a;—s)
G x ] 3 ='2_'. ds
b4 buo bayeees by L 1l T(1—b,—s) o Ia;+5)
Jj=n+1

j=m+1
: ...(2.5)
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where an empty product is interpreted as one ; 0<m<<q, 0<n < p;
and the parameters are such that no pole of I'(6;4-s), j=1, 2, ...,m
coincides with any pole ot I'(1—ax—s), k=1, 2 ..., m. L is a suitable
contour enclosing the poles of I'(b;+s), j=1, 2, ..., m and i=+/—1,

3. BRIEF EXPOSITION OF VARIOUS APPROACHES
Approach 1 : Method of Direct Integration
This method is the oldest one and is due to Wilks [28] Simple
substitutions and direct integration give the desired results.
(i) When p=2:

Writing first the joint distribution of vy and v, with the help of
(1.14) and substituting vevi=V; and vy=z, we integrate it for z with
the use (2.3) and then use (2.1). The distribution of V- in the non- -
central linear case is finally as follows:

B -3 ( ) VD ()

27
\/271:I‘(n——1) z[ (72_1 +,.)

K1

(\/VZ)J AV, 0K V<o

Setting £*=0 and using the result (42) due to Erdelyi[13] .the
density of 4/, in the central case is a chi-square delsity with
(2n—1) d.f.

Remark A : Thus it has been established that twice the square
root of the product of independent central chi-squares with » and
(n—1) d.f. is again a chi-square variate with 2 (n—1) d.f. This
fact has been used quite frequently by researchers in obtaining the
distribution of ¥, for values of p>2.

" (i) When p=3, Using Remark A, we first write the joint
distribution of vq and vi ve=u and then set u v=v; and vy=ux.
Finally, integrating over x with the help of (2.2), the distribution of
vs (=vq ¥4 o) is as follows : .

n—i © (E)r p(_’l_) _
2"/2I‘( )F(n—2) o r_!l‘(—2—+r) '
OV <oo «(3.2)
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The distribution of V'3 in

the central case is found-by setting k*
=0 (Bagai [2]

Usiug the same procedure, the dlstrlbutlon of V for p=4,

5,..., can be found. For values of p=4 (1) 12, the reader is referred
to Bagai (2] [3] [4] [5].

Approach 21 Method of Inverse Mellin Transforms

The /** order moment of the statistic, ¥, is given by

)

iBl [‘("—;]—) 1

(k2/2)" D ( —tr+h >

v,éo‘[ ri'l‘(%zﬂ') ]

_ Substituting A+ (@m—p+-1)j2=1¢ and using (2.4), the distribution
of V,, with little algebra, in the non—central lmear case is as follows :

. . p—1 211.]_“.(
“Ii:( 2h

—k
V(ﬂ -1)/2 4 2 ' - (k2/2)’
2p(n—p+1) ;2 H T (”_l ) p—=1 {r' F( -+ r )
=0 2 ‘
1 ctiw ; ( p—1 ( p—i—1
—, ].1I
7w C_fiw v, t+r+ > )1—1 t+ 7 )]} dt
: -(33)

0V,<00

With the help of (3.3) we now illustrate Consul’s method. of finding
the distribution of ¥, for some values of p.

(i) When p=2

Setting p=2 in (3.3) and using (2. 4c) the distribution of V; -
is given as follows :—
_k5 . !
(16,2/4)' V2(r+1/2) 2

» n—312 _ Kyt
2 lnl)z[r!(lj(%-—}—r)r

V(n—3) 2,

=
]
!

\

% (Vz)]dVZ.; 0<Vg<<'3o C -..(3.49)




30 JOURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

where K, ; (- ) is defined as in (2.3).

The central case is obtained by setting k*=0.

(#) When p=3

Settmg p=3in(3.3), using (2.4), (2.4a) and (2 4c) and simpli-
fying with the help of (2.1), (2.2) and (2.2a), the distribution of V;

is as follows :

—x? "
pin—9)2 2 b (k2/2)’[‘( .5_) L
> ;(% jr(n—z)r=o [ r!I‘( ’2’—+r) L Wl 2)] 4V
0V 3< (3.5

The same technique has been used by Consul [11] in obtammg
the distribution of ¥, for values of p=4(1) 7.

Method of Inverse Mel/in Transforms and Use of M eijer G-function :

Using (2.4), (2.5) and (3. 3) the density of ¥, in the non-
central linear case is given by :

—k’
(k2/2)" Vp—-l 180

j= 1 2

(Q'PVP |;—’+r, ?’;‘,...,” —pt] )] OV, <o ...(3.6)

Setting k2=0, the density in the central case is given by

‘ 1 P’O( n n—I1 n—p+1Y\ -
V)= G \27?YV, -, 5 vee p )
f( P) gli_l.‘(n_.])o,p Pl 2 2 2
=0

o<y, < (3D

The density function in cent,al case has again been obtained
by Mathai, Saxena and Rathie in a computable form for p=2, 3, 4
and that in the non-central case for p=2 with available results on

2,0 ’
Meijer G-function. For higher values of p, the 0G—functic_)n,has been
. 4

shown by them in a computable form with the use of calculus of
residues, the ¥ —function and the Riemenn Zeta function. For some
patticular values of p their results agree with those of Bagai [2][3] [4]

and Consul [11].
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Bagai [6] [7] [8] [9] also found the distribution of ¥, in the
non-central linear case in its most general form i.e. in terms of

2,0
Meijer G—function OG (x/..). To simplify the work, he further givcs
. N

the distribution in two alternative forms i.e. separately when p is
even (=2r, say) and when p is odd (=2r-+1, say). Further, reduction
formulae also have beengiven by him from which the distribution of
V, for higher successive values of p can be conveniently derived. Bagai
has actually worked out the derivation for the cases p=2(1) 12 and
his results for each p come out to be the same as already determined
by Bagai [2], [5] and Consul [11] [12]. He claims that his- reduction
formulae can be utilized as a feed back in computation of numerical
values of the central ¥, for the successive higher values of p.
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